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Abstract. Automatic collocation recognition has attracted consitiér attention
of researchers from diverse fields since it is one of the forefgtal tasks in NLP,
which feeds into several other tasks (e.qg., parsing, idi@usimarization, etc.).
Despite this attention the problem has remained a “daurtiradienge.” As oth-
ers have observed before, existing approaches based orefreigs and statistical
information have limitations. An even bigger problem istttieey are restricted
to bigrams and as yet there is no consensus on how to extemdtth&gigrams
and higher-order n-grams. This paper presents encouragsudts based on novel
angles ofgeneral collocation extraction leveraging statistics and the Wiieloon-
trast to existing work, our algorithms are applicable torargs of arbitrary order,
and directional. Experiments across several datasetsiding a gold-standard
benchmark dataset that we created, demonstrate the effeetis of proposed
methods.

1 Introduction

Automatic recognition of semantic associations is a sarithallenge and colloca-
tions are no different in this regard. Although there is ndeW-accepted definition of
the word collocation, Mel'cuk has proposed a characteinraand definition in [28].
We take a relatively broader view of collocations than hisgmsal, which separates
out idioms and quasi-idioms. In this paper, collocatioresabitrarily restricted lexeme
combinations such dsok into andfully aware.* The origin of the word lies in British
traditional linguistics. In this paper, we adopt the notafrcollocation in its broadest
sense, following Hoey and Colson: “Collocation has longtthe name given to the re-
lationship of a lexical item with items that appear with gezahan random probability
in its (textual) context,” [21, 11].

As many have observed before, these special lexemes argnieed by native
speakers as belonging together. In [11], the author staiese Hoey’s definition is

1 Our definition includes the semantic phrasemes of [28]



based on a statistical criterion, collocations are likelycorrespond to a broad range
of more or less fixed expressions such as compound propersnoampound nouns,
compound terms, noun-adjective combinations, idiomgimedormulae, proverbs and
sayings, quotations and even well-known song or film titl¥s. adjust this list as fol-
lows: we do not allow well-known song, book or film titles, ané add verb parti-
cle constructions (also called phrasal verbs or phrasgpgsitional verbs), compound
verbs and light verb constructions. Another important édestion is whether subunits
of collocations are considered collocations are not. Altjtoat first sight it seems that
(ordered) subunits of collocations should be considerdid@ations based on the sta-
tistical criterion, there could be some difference of opmon units such as idioms and
constructions such a&l hoc. Therefore, we report results for both options: unmodified,
meaning subunits are not considered collocations and #obation, meaning subunits
are considered collocations.

Computer recognition of collocations is an important tasthwnany implications.
For example, methods that can identify collocations cangpeapriately extended to
identify multi-word expressions and idioms. Recognitidncollocations can signifi-
cantly improve many importanttasks, e.g., summarizat3oa?2, 43], question-answering
[4], language translation, topic segmentation [15], atigistyle [22], and others.

However, automatic recognition of collocations is a chadieg task for many rea-
sons: their rarity even in large or very large corpora, they eften not modelizable
by string patterns and the evolution of natural languagéis seme constructs falling
out of favor and new constructs being added with societahgha and advances. Thus,
the simple approach of building a large database of colioeatand looking up each
phrase will over time become obsolete. Statistics, macl@aming and data mining
techniques can be applied on large corpora for identifywitpcations, e.g., [40, 7, 23,
39, 17,46, 37]. The problems with this approach is finding adthreshold [46] and/or
availability of labeled data. We highlight here a few of thesd defer the rest for the
Related Work Section. Xtract is based on statistical metHodretrieving and identi-
fying collocations from large textual corpora [40] with astienated precision of 80%.
In [16], a semiautomatic method for extracting nested @altions is presented. Parsing
and co-occurrences are used in [46, 37], but the authorstaldati“it is difficult to de-
termine a critical value above which a co-occurrence is #cation and below which
it is not” [46]. Moreover, no results are presented since location reference subset
(“gold standard”) is not yet constructed.

Another approach would be to search the Web for every phraaaiven text. The
Web is huge and contains all types of data, curated and utecliréhere are several
hurdles that must be overcome for this approach to be suctessise, rate limits
imposed on queries, sensitivity of search results to snaihtions in the syntax of
query, and results returned are number of page hits ratbarnbhmber of occurrences
of the search query [9]. A full treatment of the many issueslved is beyond the
scope of this paper, but see [25], who argue that the advasitafjen outweigh the
disadvantages.

We address automatic recognition of collocations and miagédilowing contribu-
tions:



1. We present new collocation extraction algorithms thambime the advantages of
the web along multiple dimensions with those of dictionagk-up and minimize
their respective disadvantages (Section 2). Our algosthne general, i.e., they
work for arbitrary order n-grams and are directional in tease of Gries [19]. Gries
observes that a serious deficiency of many associatiordzadiecation extraction
methods is that they use measures that are symmetricahénwbrds, the value of
the measure is the same regardless of whether the phrizs isito or into look.

2. We demonstrate the performance of our algorithms on aktlatasets and compare
the performance with that of several baselines including Mblkit, NSP and
Gries’s algorithm [19] (Section 3).

3. We create a gold-standard dataset derived from the Widéb@set [44] that we will
share with the NLP community. We explain the creation of thasaset in detail
(Section 3.2). The creation of this dataset sheds light erifficulty of manually
annotating corpora for collocations (Section 3.4).

4. We present the performance of eight volunteers at theafasilocation extraction.
These volunteers were computer science students with seing bative speakers
of English and some non-native speakers. None of them w@eresdin linguistics.
The volunteers were asked to use dictionaries to look up kinages as a matter
of course. Even when equipped with the Oxford Dictionary efl@ations and
Oxford Dictionary of Idioms, performance (F1-score) of tidunteers ranged from
39% to 70%.

2 Collocation Detection Algorithms

In most scenarios collocations tend to have a defined steidience, we design two
variants of the methods for extracting collocations, wHielp us observe the signifi-
cance of parts-of-speech (POS).

Collocations without POS restrictions. This method ignores the POS of the compo-
nents in the n-gram to determine whether it is a collocation.

Collocations with POS restrictions.A necessary condition for an n-gram to be a col-
location is that the POS of at least one of its componentsilgslto{Noun, Adjective,
Verb, Adverh}.

Although we provide two methods, the steps involved arerdidly the same. The
first component is splitting the text document into senteremed n-grams. Care must
be taken in n-gram extraction to account for punctuation, af course, splitting into
sentences is itself nontrivial because of abbreviatiom$aining periods. After experi-
ments with off-the-shelf NLP software, we use our own n-gextmactor.

2.1 Dictionary search

Our first method for collocation recognition is straightf@rd, viz., lookup. In this
work, we used WordNet from NLTK corpus, even though it is dnaald limited in
polylexical expressions, mainly because it is readily lakaé.
Input for algorithms . n-grams extracted from text or given.



Algorithm 1 Collocation Extraction using Lookup

1: for each n-granN do
2: if N O WordNet dictionarythen
3: N is a collocation

2.2 Web search for Title and URL

After searching WordNet, we then explore the largest soofaata in determining if
an n-gramN is a collocation - the Web. For this we do a phrase queny ofing Bing
search AP] and retrieve the top 10 hits of the search. From each reduived, the
title and URL are extracted. Now, the method checks if anydssubstring) that is
synonymous to the word ‘dictionary’, or any dictionary, iepent in the title (URL). If
the answer is yes, the method then checks if the exact matdhisgfresent in the URL
or if the stemmed components Nf are present in the stemmed title. This is to avoid
missing any component because of different inflectionah®rSnowball stemmer is
used to stem the components. If a match is folng declared a collocation.

The two steps involved in this method ensure that the n-gsanoi a random co-
occurrence of lexemes. implying that the n-gram is a cotiocaWe note that the Bing
search API used is not consistent in providing hit countxess to a stable web search
API will improve this method.

Algorithm 2 Collocation Extraction using Web
1: for each n-granN do
Check top 10 search results (Titles/URLS) for words symoous to ‘dictionary’
Titles = search titles that meet the requirement in line 2
URLs = search URLs that meet the requirement in line 2
if (N O Titles) or (N O URLSs)then
N is a collocation

We tested this method on six documents selected at randomtfie@Wiki50 dataset
using the Wiki50 annotations as gold standard. The F1-s@yeein Table 1. We observe
that this method alone achieves decent F1-scores, frdgetter than 20%. Hence we
decided to put this method second in the pipeline when théadstare sequenced.

We noticed that Wikipedia blocks requests after a certaimimer, and Wikipedia
also appears the most in the dictionary websites. The pmokdealleviated, however,
because most Wikipedia URLs already contain the title.

2.3 Web search and substitution

Although the Web search method is often efficient, in somasitns the top 10 results
may not be sufficient to cover the diversity of myriad collboas. Hence, we use the
following technique as a backup to determine if an n-gfdrnis a collocation. This

2 https://datamarket.azure.com/dataset/bing/search



Table 1: F1 scores for Web Search on Title and URL

Document F1-score unmodifiedF1-score subcollocatio
Bacteriological Water Analysjs 0.2712 0.3552
Bearing an Hourglass 0.1176 0.2026
Budy Caldwell 0.2462 0.3754
Butch Hartman (racer) 0.2394 0.4040
Castlevania Chronicles 0.2006 0.2831
Myllarguten 0.1356 0.1875

method uses Bing Search API to obtain hit counts when a plo@egy is formed from
N. Then each wordvin N is replaced by 5 random words that are of the same PO as
This is done only for words whose POS is frdgfoun, Adjective, Verb, Adverpif we
take POS into consideration. After each replacement, theam with one of its words
replaced is searched for in the web using Bing search APItantbtal number of search
results returned is obtained. Once all the replacementdare and all search results,
{S11,S12, S13, S14, S15, S1, ... Sis} are obtained, an average is computedSag, of the
non-zeroS; values. The final step is to compda$g against a suitably weighte@hyg,
where the weight factor is a multiplicative constagg,. Note that since this method is
based on hit counts for a phrase query, it is naturally diveet in the sense of Gries.

Algorithm 3 Collocation Extraction using Web and Substitution

1: for each n-granN do

2: Sy = Total hit counts folN (phrase query)

3: N’ = new phrase obtained by replacing each warich N with 5 randomly chosen words
of same POS as

4 SR = list(Total hit counts returned for eakty)

5: Savg = Average of non-zero values in SR

6

7

if Sy > CaupSavg then
N is a collocation

For this method, we need to find the optimal valuegf, so we evaluated it on the
document “Bearing an Hourglass,” from Wiki50 without PO8sE exploring the range
[0,1] with 0.001 increment yielded F1-score lower than 3% for battsions: unmod-
ified and subcollocation. Next we explored the rafigd 0001 with increment of 10.
This gave the best F1-score between 6-7% for the subcalbocatrsion and between
5 - 6% for the unmaodified version. Based on the graph of Fles;ave narrowed the
search forcgy, to the interval1,2001). Using increment of 1 this interval was explored
and the results then narrowed the search to the int¢tya01]. When this interval was
explored in increments of 0.001 the best F1-scores of 5.6586a869% were obtained
atcgp = 43.7 for unmodified version andy,, = 69.2 for the subcollocation version.

For validation of thesegy, values a different article “Myllarguten” was selected.
The optimal values afy,, found above were tried and F1-scores of 1.15% (unmodified)



and 4.04% (subcollocation) for c = 43.7, and 1.18% (unmatifiend 3.78% (subcollo-
cation) for ¢ = 69.2 were obtained. These results are sigmifig worse than the results
achieved for “Bearing an Hourglass,” so we probed furtheharangg1, 100. Again

the F1-scores of between 6-7% for subcollocation and betwe®% for the unmodi-
fied versions were observed foy, in the interval[1,20]. This suggests that: (i) perhaps
our sample for tuninggy, values may not be large enough. In other words, combining
more articles into the training will give us@, value that works better generally. (ii)
The “randomness” inherent in the method may be affectingsearch for the bes,
value. It could make the besi, values vastly different for each run, and each article.
Therefore, the bestyy, value found for only one training run may not be the best for
the evaluation. While checking the F1-scores in these @xgats, we noticed that the
Wiki50 dataset annotations were not consistent with theo@ikbDictionary of Colloca-
tions and the Oxford Dictionary of Idioms so we deferred iertexperiments on the
Csub Value to post gold-standard dataset creation, which isridbestbelow.

2.4 Web search and independence

This is another directional approach that does not use ay wearch queries as the
above technique of Section 2.3. The idea of this method isi¢ézic whether the prob-

ability of a phrase exceeds the probability that we wouldeexjif the words are inde-

pendent. Hit counts are used to estimate these probadilitteere are two variants that
differ in Line 8. The steps are described in Algorithm 4 below

Algorithm 4 Collocation Extraction using Web and Independence - Method

1: for each n-granN do
T(N) = Total hit counts foN
U, = Universe of web pages containing ‘a’
P(N) = T(N)/Ua
for each wordw; in N do
T(w;) = Total hit counts fomw;
Piv) = T(wi)/Ua /* Prob. ofw; */
if P(N) > f(n)7",P(w) then
N is a collocation

Method-2: The drawback of the first method is that it ignores word ritjoets within
the phrase, which we fix by modifying Line 8 of Algorithm 4. Whthe words in the n-
gram are repeated, an adjustment is made based on the nuindistirct permutations
possible from words in the n-gram as follows. When the wordthe n-gram are not
unique: the n-gram is a collocation if

P(N) > f(n)T}_yn;! 12, P(wi)/nl,

wherek = number of unique wordsy, = number of occurrences of i@ word in the
n-gram.



Optimizing the Independence Methods without POS - functionf (n). At first
the inequalities foP(N) in the above two algorithms were modified to introduce a
similar constant;ng, i.€., f (N) = Cing, 0N the right hand side (RHS) as in the substitution
method. However, the results were unsatisfactory. Thelprois that the number of hit
results for a single word is approximately 10 millions tdibihs, while the number of
hit results for ‘a’ is 18 billions. The calculated probabyjlbf a single word, therefore,
can be as low as 1@. When the length of the N-gram increases one word, the RHS of
the inequality decreases by 1Y) while the LHS decreases slightly. Example: Phrase
“Bat Durston and the BEMS” had three hits while “Bat Dursterdahe” had four hits.
As the RHS decreases too quickly compared to the LHS, wednte a balancing
function f(n) that grows with the length of the n-gram fast enough to cautttis
effect. We chose the formuld®~? for two reasons: the two parametersand p give
flexibility for optimization andf (1) = 1 ensures that unigrams cannot be flagged as
collocations. A two-dimensional heat map (Figure 1) of Etbres was constructed for
candpranging in[1, 3] for the unmadified version of Method 1 first. The best F1-score
of 11.25% was achieved pt= 2.93 andc = 1.15. The heat map pattern also shows that
close to the highest score is achieved for other combinatibparameters as well.

1.00
1.0 1.2 1.4 1.6 1.8 2.0 2.2 24 26 28 3.0
(<

Fig. 1: Heat map for Unmodified Version

Next the heat map for the subcollocation version of Method$ wonstructed (Fig-
ure 2). The best F1-score of 12% was achieved at surpristhglgame combination
of parameter valueq = 2.93 andc = 1.15. However, the pattern this time shows a
narrower band of good parameter choices.

The heat maps for both versions of Method 2 are similar togtfos Method 1 so
we omit them here. The highest F-score increases a littt®Hif .30% for the unmod-
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Fig. 2: Heat map for Subcollocation Version

ified version atfp = 3 andc = 1.21. For the subcollocation version, the highest F-score
increases a little bit to 12.15% at= 2.95 andc = 1.14.

Validation on a different article. We ran both Independence methods without POS
option using the three sets paindc values obtained above on the article “Myllarguten.”
The F1-scores were even better (13.91% to 15.54%pfer2.93 ¢ = 1.15), (16.31%
to 19.05% forp = 3 ¢ = 1.21) and (13.79% to 15.31% fqr = 2.95 ¢ = 1.14) than
those obtained for “Bearing an Hourglass.” Further seaorhoptimal values on the
gold-standard dataset we created is described below.

3 Experimental Evaluation

This section details the experiments settings and restksdetail our metrics, the
datasets used, comparison between Dataset 3 and Wiki5petfeemance of our vol-
unteers, and the performance results.

3.1 Baselines and Overall Methods

We use Mwetoolkit and NSP as our baselines. Our overall ppipglare:Sub - which
executes Algorithms 1-3 in sequendd, - Algorithms 1, 2 and 4 in sequence and -
Algorithms 1, 2 and second variation of 4 that takes into aotoepetition of words.

3.2 Datasets

For the experiments, we used three different datasetsatettfrom several sources.



Dataset 1A set of 400 collocations were extracted from listed welssitased on POS
structure. This dataset comprises 100 Adjective+Nourocalions from [14,29], 100
Noun+Noun collocations from [45], 100 Verb+Noun collocats from [41,5, 35,12,
24] and 100 Verb+Preposition collocations from [13, 30, E&jch of these collocations
is used as a test to verify the performance of the methods wlemplete sentence is
not given, and also to compare the performance of our methiatddviwetoolkit, which
needs POS patterns of collocations to be extracted.

Dataset 2This dataset is a collection of idioms obtained from the @afDictionary
of Idioms. The text file consisting of 1673 idioms is our inp8ince all idioms are
essentially MWEs and all MWEs are collocations, idioms wido# the perfect choice
for testing the software. Also, any non-ASCII characteesignored while writing the
idioms to the text file.

Dataset 3This is a sentence dataset, which facilitates evaluatichefalse positive
rates of our methods and the baselines. Its creation wagexsipy the discrepancies
observed between the Oxford dictionaries and the Wiki5®#ations, while checking
the F1-scores of our algorithms during the tuning of the pesters. A set of 100 sen-
tences was selected at random from the Wiki50 dataset [4ddéstributed to eight
volunteers. Note that if two or more sentences were includea single quotation,
they were counted as a single sentence. Even though theWdki&aset was annotated,
we found that it was missing several collocations and a feanid when we did a spot
check with the Oxford Dictionary of Collocations and the @ Dictionary of Idioms.
So the volunteers were asked to manually annotate all thecaetions and the idioms
in the 100 sentences using these two resources. Each veturds given 25 sentences
and each sentence was given to exactly two volunteers.

The volunteers were given instructions on how to annotateesi(i) dictionaries
contain abbreviations for generic pronouns suclsthgor something orsb for some-
body (ii) the verb forms can be different, e.g., dictionargyntontain “make ones way”
and sentence may contain “made his way” and (iii) there cbalthtervening words in
the collocations. After the volunteers completed the annotations, one of thauthors
resolved all the conflicts with dictionaries and also chelctkee phrases on which both
volunteers agreed. Then, a different co-author went thnalbthe sentences one more
time looking carefully for false negatives and false pwsii After this check, each
volunteer was given feedback on the results and was askedpotd the findings and
find any remaining errors. This process ensured a final chétikearesults. After this
final check, recall, precision and F1-score were calcul&de@ach volunteer and the
findings were compared with the Wiki50 dataset. We found thatWiki50 annota-
tors consistently annotated compound proper nouns and wedilede these in our
gold-standard collocations as well since we take the mastige definition of colloca-
tion. Some examples of collocations identified by our pre@esl not identified by the
Wiki50 annotators include: “vowing to,” “ardent suppoftand “be elected.”

3 These are also the reasons that automatic creation of goidatd datasets is difficult even if
text data is extracted from the Dictionaries mentioned.



3.3 Volunteer Demographics and Performance on Dataset 3

The eight volunteers include two females (25%) and six m@lg%o). Three are native
speakers of English and five speak English as a second laagliagy range in years
from 18 to 25. All are students: one high school senior, orgemgraduate senior, two
MS, and four PhD students. Their F1-scores range from 39.@gigh-school senior,
native speaker) to 70.87% (PhD student, native speaker).

3.4 Comparison with Wiki50 annotations

A total of 263 collocations were identified in the 100 sentenof which six are id-

ioms. The Wiki50 annotators had identified 159 of these 2@®cations (recall =

60.46%) and missed four out of six idioms we found. Both a@lion numbers (ours
and Wiki50) include compound proper nouns and compound si@xtept named en-
tities.

3.5 Parameter Value Optimization

Now that we have reasonable confidehiteour gold-standard, we undertook an opti-
mization procedure for the parameters on the 100 sententzs&a3. The dataset was
divided into 60% training, 20% held-out and 20% testing .sét®e top three sets of
parameter values from the training set for each method aneisions (POS, No POS)
and (Unmodified, Subcollocation) were tried on the valiolatset and the winner pro-
ceeded to the test set. No significant difference was obddord?OS versus No POS
versions. Slight difference was observed for the Unmodifemdus Subcollocation ver-
sions of the Independence methods and significant differems observed for the the
Unmodified (optimalcgy, = 13.1) and Subcollocation (optimal,, = 92.0) versions
of the Substitution method and these values were stablsa&0S and No POS ver-
sions. Here, we present the results on all datasetsayjth= 13.1 for all versions of
Substitution method angl= 1.14, p = 2.95 for all versions of Independence method.

3.6 Results

For datasets 1 and 2, only recall is relevant since the inpthe gold standard itself
(precision = 100%). Tables 2 to 5 give results for Datasetsdlza Table 6 gives the

precision, recall and F1-scores for Dataset 3. The Subipeives the best recall on
all datasets but lower precision. The T1 pipeline gives th&t IF1-score on Dataset 3.
Another interesting trend is that the recall of our methadssually better for idioms

than for collocations overall.

3.7 Comparison with baseline parameter values

In the following Tables 7, 8, we report for comparison thealeon Datasets 1 and 2
that we get with the parameter values chosen so that they dmake any difference

4 Note that we do not claim perfection, but we expect mistaidzetrare.



Table 2: Recall on Datasets 1 andcgy, = 131,c=1.14,p=2.95

Recall Sub T1 T2

No POS POS|No POS POS|No POS POS
Dataset] 0.744 |0.744 0.736 [0.73d 0.739 |0.739
Dataset? 0.828 |0.823 0.826 [0.825 0.831 |0.819

Table 3: F1-scores on Datasets 1 and 2

F Score Sub T1 T2

No POS POS|No POS POS|No POS POS
Dataset] 0.853 |0.853 0.848 |0.848 0.85 | 0.85
Dataset? 0.902 |{0.899 0.9 | 0.9 | 0.903 |0.897

Table 4: Recall on Datasets 1 and 2 for Subcollocation Vassio

Recall Sub T1 T2

No POS POS|No POS POS|No POS POS
Dataset] 0.652 |0.652 0.641 [0.641 0.658 |0.65§
Dataset? 0.826 |0.823 0.824 [0.823 0.844 | 0.82

Table 5: F1-scores on Datasets 1 and 2 for Subcollocatiosidfes

F Score Sub T1 T2

No POS POS|No POS POS|No POS POS
Dataset]l 0.789 |0.789 0.781 |0.781] 0.793 |0.793
Dataset? 0.897 |0.895 0.896 |0.895 0.905 |0.894

Table 6: Percentage Precision, Recall and F1-Score forsBafcyyp = 131, ¢ = 1.14 and
p=295

. oS No POS

CorpugTech)Evaluation metho recisionRecal|F-ScorePrecisionRecal|F-Score
Sub Unmodified 11.12 |58.45(18.689910.64 [62.46|18.181§
Subcollocation [13.27 [69.21(22.274 {13.26 |70.79(22.342%

Bing |T1 Unmodified. 22.37 |51.86(31.260819.98 |55.59(29.3939
Subcollocation |34.86 |48.03|40.398%33.22 |51.84{40.4933

T2 Unmodified 19.45 |55.01(28.742%17.76 [58.74|27.278¢
Subcollocation [28.19 [51.97|36.557127.55 |55.53(36.8237




Ccub = 1 andc = 1. In Table 9 we present the results for dataset 3 with basgaz
rameter values. As expected, since parameters were optimiz Dataset 3 where both
recall and precision matter, whereas only recall mattarB&dasets 1 and 2, the results
improve with baseline parameter values for these two degtadeclear degradation is
observable for Dataset 3 with baseline parameter values.

Table 7: Recall on Datasets 1 and 2 for Unmodified Versiorsglb#e parameters

Recall Sub T1 T2

No POS POS|No POS POS|No POS POS
Dataset]l 0.85 |0.847 0.779 |0.779 0.859 |0.859
Dataset? 0.86 |0.865 0.87 [0.869 0.925 |0.923

Table 8: Recall on Datasets 1 and 2 for Subcollocation Caseline parameters

Recall Sub T1 T2

No POS POS|No POS POS|No POS POS
Dataset] 0.828 |0.826§ 0.7 | 0.7 | 0.812 |0.812
Dataset? 0.868 |0.868 0.87 |0.869 0.932 |0.931

Table 9: Percentage Results on Dataset 3 with baseline pteesn

. (O No POS
CorpusTech)Evaluation metho recisionRecal|F-ScorgPrecisionRecal|F-Score
Sub Unmodified_ 5.4 82.24(10.13 |5.4 82.24(10.13
Subcollocation [8.06 89.61(14.8 |[8.06 89.61(14.8
Bing |T1 Unmodified_ 4,76 59.6 [8.81 [4.84 63.32(9
Subcollocation |5.7 87.89(10.7 |5.7 88.16(10.7
T2 Unmodified 2.73 66.48(5.24 [2.8 70.2 [5.38
Subcollocation |4.82 96.18(9.17 (4.82 96.32(9.18

Comparison: MWEToolkit, NSP and Gries’s Delta P Although Mwetoolkit is de-
scribed as MWE extraction software, the definition of an MWE33] aligns with our
definition of collocation, hence, this is a valid comparisbhWEToolkit needs POS
patterns of collocations to be able to extract them. For ganto extract a verb+noun
phrase, it requires a pattern ‘VN’ to be declared prior tooest®n. So, we use Dataset-
1 as input. The recall is 93%, the precision is 10.15% and tkedfe is 18.31% even
when MWEtoolkit is run on the four different types of colldimas separately. The rea-
son for the low precision is that, based on the patterns ipecMWEtoolkit takes the



POS tagged words as input and creates phrases. Often, nagegimot part of the input
are created and then checked.

NSP provides many association measures for bigrams, atsfifeeir for trigrams
and only log-likelihood (LL) for 4-grams. We used the fougtam measures for both
bigrams and trigrams and the best possible thresholds onedagenent set consisting
of 20 sentences of Dataset 3. The highest F-score was 18%di@nis and 7% for
trigrams with PMI, LL and PS. For 4-grams the highest F-souais 4%.

In [19], Gries proposed to ugkP to differentiate bigram collocations from bigram
non-collocations. Although he did not give any thresholdstook a set of 25 bigram
collocations at random from Dataset 3 and 15 bigram idiomnaredom from Dataset 2
and then found the threshold that gave the best F1-scor26%3).on Dataset 3, which
came out to 1. When this threshold was used for the same séjrafiis but with the
British National Corpus corpus supplying the frequenciks, F1-score was 0, since
Recall was 0. The threshold that gave the best F1-score dbdtBe British National
Corpus was -0.4, which when used with the 100 sentences afsBia8 for supplying
frequencies gave an F1-score of 17.8%.

4 Related Work

Collocation extraction has been well-studied. We includeetthe closest related work
under the following threads:

Statistical measure based approache®ne of the classical methods of discover-
ing collocations is to measure the association strengticaiodidate n-grams. The key
idea is to ascertain whether appearance of terms in an n-igramre often than just
random chance. In [6], significance of bigrams was compuyeah&asuring the actual
frequencies with expected frequencies using a normal appaiion to the binomial
distribution yielding the z-score. [10] used pointwise maltinformation. In [38], an
entropy method was proposed relying on the idea that cdilmtsitend to be less noisy
than non-collocating n-grams from an information-theiorpérspective. [40] proposed
a threshold based approach that first discovers bigramstemddetects collocations
based on a threshold and the context of nearby words (or B@8 tags) appearing
in the sentence. In [8], a technique based on log-odds ra®moposed. In N-gram
statistics package [2], a variety of association measusze wnplemented. While sta-
tistical measures have association evaluation strentiég are quite dependent on the
input corpus and no single method works well in discoverhmgwhole gamut of col-
locations. In practice, a combination of measures rendettebaccuracy in collocation
discovery [32]. Our proposed methods overcome the majdslpros with all these ap-
proaches, viz., sparsity and lack of directionality [19},using the Web and devising
new directional methods.

Parsing/Multi-lingual/MWESs/Idioms: Since we do not use any information ob-
tained through parsing, these approaches [27, 31, 36, 48] &re not directly compa-
rable to ours. Our algorithms are quite general and suit@blextensions in thenulti-



lingual context® some of which was studied in [20,17,37]; and we napproaches
for MWESidioms: [26, 34].

Parsing and dependency based approaches have also beme@xiv [27], an in-
formation theoretic approach over parse dependency $rigkre proposed. [31] com-
pares several techniques with his own in which he exploiy@bsym substitution via
WordNet within parse dependency pairs. These could digcoskocations such as
“emotional baggage” from less frequently occurring phsa&motional luggage” by
substituting luggage by its synonym baggage. [36] expleyesax based approaches
for collocation extraction. In [47] shallow syntactic aysis based on compositional-
ity, substitutability, and modifiability statistics wereveraged to discover collocations.
The method was evaluated on a specific cases of German PRamtiinations. [1],
proposed a lexical acquisition technique based on a depepgerser for extracting a
verb-particle constructions (e.g., hand in, climb up, ddogn, etc.) which are a spe-
cial case of collocations. Although these methods have meaalgress, parsing based
approaches tend to be sensitive on inherent threshold #&t tuning which is often
non-trivial and heuristic [46].

Another thread of research exploits aligning multi-lingoarpora for collocation
extraction. In [20] lingual collocations were describedrr sentence-aligned parallel
corpora. [17] focused on the special case of verb and itsctiaenoun collocations
in bilingual corpora. [37] proposed a framework based ormpdaatactic parsing and
rule-based machine translation for extracting lexicalamations form multi-lingual
corpora. Methods based on syntactic tree-patterns nebdjbiity and large coverage
parsers.

Multiword expressions (MWES) are a special case of coliooat They range over
linguistic constructions such as fixed phrases (per se, bylamge), noun compounds
(telephone booth, cable car), compound verbs (give a pratsem), idioms (a frog in
the throat, kill some time), etc. [26] provides a review afguistic and distributional
characteristics of MWESs. [33] developed a system called toalkit and implemented
4 measures (MLE, Dice, t-score, and PMI) for extracting MV¥idlowing certain pat-
terns (e.g., POS sequence patterns). In [34], a distribatisimilarity of each compo-
nent word and the overall expression was used in predictiegcompositionality of
MWEs.

It is difficult to find any free software or research prototygpat computes col-
locations. Xtract is no longer maintained, Collocétet p: / / ww. at hel . com
col I oc. ht M charges money, and we could not find the system in [37]. We have
compared our work with mwetoolkit [33], which is based onnudefined criteria and
association measures with counts obtained from Interretbaesults, and NSP [2].
For MWEtoolkit, the user must first run the Treetagger sofenan a text file and then
process the output with a script in MWEtoolkit to generateXal file. Then a DTD
must be created for the generated XML file and then the XML e be processed by

5 Languages in which long words can be constructed by glueiggther two or more lexemes
or languages that have writing systems without word sepesatre likely to prove much more
challenging.



MWEtoolkit to extract multi-word expressioffsyhich are subsets of collocations. NSP
requires preprocessing of text, before constructing magrsince otherwise it constructs
n-grams that span sentences and include punctuation aamepnit. For instance, “,
hard” can be a bigram.

In [19], Gries criticized much of the previous work on usirgsaciation measures
for collocation detection because the measures are syricaletie then proposedP
for differentiating bigram collocations from bigrams trere not collocations. He did
not propose any thresholds for his methods, and it is not tlea to extend them from
bigrams to higher-order n-grams.

In[11], a web-based search method is proposed that reliesmoputing the propor-
tion of exact matches of thegram in a sample of results that are returned by the API
for Yahoo (100 when the paper was written) on a single quelys Thethod requires
“subtle manipulation” of the API according to the autholéo requires details of fil-
ters for tackling spamdexing and noise (essentially réipas of lines and paragraphs
by the search engine), which are omitted by the author. Wiglse clever techniques in
place, the technique yields high recall and precision atingrto the author when the
threshold is chosen by analyzing an unspecified number tdaailons selected from
a dictionary. The recall is calculated on a set of 3,807 callimns and the precision is
calculated on a subset of 5-grams from Google’s n-gram ctidle.

5 Conclusion

We have presented new approaches for detecting collosatian combine the advan-
tages of look-up and Web and minimize their disadvantages.ather advantages of
our approach are that it can be extended to other languages! lmn availability of
a WordNet or dictionary for that language and Web searchtfaarid, in contrast to
approaches such as Mwetoolkit, our approach can be usedettidicheck phrases
without requiring the context. Results of our approach anmadnstrated on a variety of
test sets including a gold-standard sentence datasetbaeen created. We also report
on the performance of human volunteers and shed some ligtiteodifficulty of cre-
ating collocation datasets manually. Our independenagi#thgn is within the range of
the human volunteers and shows promise for the future. Mand v8 needed to make
the Substitution approach robust.
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